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Introduction
The United States Coast Guard has a highly structured enlisted workforce
of over 33,000 members with set occupational specialties and a rigid path
of advancement.

Each year, Coast Guard human resources managers must decide:
• How many promotions to carry out in a certain year within each pay-

grade of each enlisted specialty (“rating”).
• How many new enlisted personnel to admit into boot camp at Training

Center (TRACEN) Cape May, and how many newly accessed personnel
to allow into a each rating.

• Whether or not special workforce management tools are needed, such as
monetary incentives for reenlistments within a certain rating.

Problem Statement
How many members will leave the service next year?

Methods and Results
The data spanned FY 2005-2013. For each year, we had a snapshot of the
entire enlisted workforce on the last day of the FY with each member’s
service and demographic information.

Feature selection
To achieve shrinkage, we compared fitting the data with ordinary (`2) ver-
sus LASSO (`1) logistic regression.[1]

`2 lasso
education -0.009766 0.000000
female -0.045346 0.000000
married -0.102824 0.000000
minority -0.062625 0.000000
tis -0.031722 -0.054656

Table 1: Coefficient weights from different penalties.

(a) Logistic regression
(AUC = 0.45)

(b) k nearest neighbors (k =
101) (AUC = 0.66)

(c) AdaBoost (AUC = 0.66)

Figure 1: ROC curves of various classification models.

As shown in Table 1, time in service alone was the most predictive vari-
able; likely due to the extra dimensionality introduced by the other vari-
ables. Figure 1 shows various classifiers acting on individual records.

Modeling the service
Another way to model attrition is through a service-wide profile.

Figure 2: Histogram of time in service at exit.

We modeled the probability of leaving at a given time in service with a
Gaussian Mixture Model (GMM).[2] Figure 3 shows the diagram for this
model, while Figure 4 shows the resulting fit.

Figure 3: Plate diagram of Gaussian mixture model.

The generative story for this model can be interpreted as saying that em-
ployees have some kind of latent identity (e.g. “early wash-out” or “life-
time career”) which informs their probability of leaving the service.

Figure 4: Results from fitting Gaussian mixture model.

Figure 5: Predicted versus actual attrition, FY 2006-2013.
From our GMM, we obtain P(member will leave in the next FY). Select-
ing a sensible threshold based on historical data, we are able to treat our
GMM as a classifier. Figure 5 shows the predicted attrition rates from the
model.

Conclusions
The Coast Guard’s current forecasting method is to review historic attri-
tion rates and monitor current trends in order to guess the next three years’
attrition rate. Beyond preliminary investigation, the true influences on at-
trition have never been quantified.[3] We present a model that can predict
the attrition of USCG enlisted members with performance that constitutes
a meaningful improvement over the current method of prediction, and
traditional logistic regression, which would be the conventional approach
to this type of problem. In addition, this is a model which can easily in-
corporate and fit new data, so that it can continue to be used in future
years.
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